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Abstract 

For higher education institutions, predicting the risk of academic loss is a priority issue due to the 

resources invested by institutions, students and the academic community in general. Objective: the 

objective of this research was to propose a suitable model that allows predicting students who are at 

risk of academic loss in a chemistry course. Methodology: the quasi-experimental, predictive, 

longitudinal research was developed with data from 103 students from four Colombian universities. To 

build the model, a comparison of five algorithms was implemented. Data was processed with Jupyter-

Python. Results: the logistic regression model (LR) was built based on the students’ results on the Saber 

11 test (Colombian nation-wide university admission exam), in which the penalty of false positives with 

different weights from the false negatives improved the performance of the model. Conclusions: it is 

concluded that LR is substantially better than grasping or a guessing approach, furthermore, it was shown 

to perform better than a neural network model.  
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Resumen 

Para las instituciones de educación superior, predecir el riesgo de pérdida académica es un tema 

prioritario debido a los recursos invertidos por las instituciones, los estudiantes y la comunidad 

académica en general. Objetivo: el objetivo de esta investigación fue proponer un modelo 

adecuado que permita predecir a los estudiantes que están en riesgo de pérdida académica en un 

curso de química. Metodología: la investigación cuasi-experimental, predictiva y longitudinal se 

desarrolló con los datos de 103 estudiantes de cuatro universidades colombianas. Para construir el 

modelo se implementó una comparación de cinco algoritmos. Los datos se procesaron con Jupyter-

Python. Resultados: el modelo de regresión logística (LR) se construyó con base en los resultados 

de los estudiantes en la prueba Saber 11 (examen nacional colombiano de admisión a la univer-

sidad), en el que la penalización de falsos positivos con pesos diferentes a los falsos negativos 

mejoró el rendimiento del modelo. Conclusiones: se concluye que LR es sustancialmente mejor 

que un enfoque codicioso o de adivinanzas, además, se demostró que funciona mejor que un 

modelo de red neuronal. 

Palabras clave: Modelo de regresión logística, pérdida académica, comparación, curso de química, 

educación superior. 

Introduction 

Context and motivation 

Predicting the risk of academic loss of students has become a priority for all higher-

education institutions (Cheema, 2014; Ndirika and Njoku, 2012; Hall and Mechan, 2000), the 

purpose is to be able to identify students who are in this situation in their different courses 

to implement support strategies that serve to facilitate learning. To this regard, Gamboa et 

al. (2020) showed that Colombian universities implement tutorials, monitoring, social work, 

Olympics, educational websites, study groups and collaborative-work forums, as innovative 

and successful strategies which favor training processes. 

Prediction processes are complex, in recent years different studies have been reported 

in which students have been adequately classified around various aspects, for example: Lee 

and Chung (2019) used a decision tree model to predict students who are at risk of dropping 

out of school; on the other hand, Son and Fujita (2019) applied a multi-adaptive neuro-fuzzy 

inference system with representative sets (MANFIS-S) to predict academic performance in 

university courses, involving socioeconomic and academics variables, like Yang et al. (2018) 

who applied a multiple linear regression model (MLR) combined with a principal components 

analysis (PCA), in the same way as Waheed et al. (2020) used the artificial neural network 

model (ANN). 

In engineering faculties, predictive studies of early approval classification have been 

reported, such as the work of Miguéiset et al. (2018), who used decision trees with 95% 

precision. On the other hand, Ranjeeth et al. (2021) used data mining and machine learning 

to predict academic performance and make corrective decisions to assist students, which 

resulted in a classification close to 80% precision. 
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In chemistry, Alhadabi and Karpinski (2020) worked on a model to predict academic 

performance in relation to self-efficacy in learning chemistry during the first semester of 

university courses, proving the increase in the positive effect on the goals achievement and 

obtaining good evaluated the factors associated with the loss of a general chemistry 

university course, using logistic regression, some significant predictors were used such as: 

mathematics scores in the massive SAT tests - Scholastic Aptitude Test, which are 

requirements to be accepted into a university, in addition to the grade point average in the 

secondary education. 

In this sense, in Colombia, there is a challenge to consolidate a predictive model to 

classify university students at risk of academic loss (Gamboa et al., 2020; Vargas and Ardila, 

2019; Rodríguez et al., 2018; Gamboa, 2014) making use of the information collected by 

ICFES (Colombian Institute for Education Evaluation) whose mission is to evaluate through 

standardized tests the competencies achieved by students at different educational levels, 

as stipulated by the Ministry of National Education (2004). In the transition from high school 

to higher education, students must take the Saber-11 tests, which enables higher education 

institutions to have information on the competencies of admitted applicants (ICFES, 2018). 

As that the Colombian educational system constitutes a responsibility of universities to 

assume the training and graduation of students, it becomes necessary to make the decision 

to choose which students should benefit from institutional support, which is a sensitive 

matter. It is generally not desirable that all the students receive support service. Not only 

would this imply substantial fixed cost for the institutions, but also it would also be an 

unnecessary burden in terms of time for students who in fact don't need to be supported 

(Suárez-Montes and Díaz-Subieta, 2015). Due to this, it is worth proposing a suitable 

regression model that allows predicting which university students of first year are at risk of 

academic loss in any course, based on the results of the standardized Saber 11 tests in order 

to rationalize institutional resources, those of the students and those of the educational 

community (Peña and González, 2022; Ávila et al., 2021; Junca, 2019). 

Prediction model 

The task of predicting whether a student is at risk can be considered as a binary 

classification problem (Tai Chui et al., 2020). Importantly, the problem is not to predict a 

concrete grade (which would be regression) but a risk property that has previously been 

well-defined by the institution. For example, a student may be (a-posteriori) at risk if his 

achieved grade is only slightly above the threshold to pass the course. 

Unfortunately, it is often not possible in practice to reliably predict whether a student 

is at risk (Beaulac and Rosenthal, 2019). The general problem is that the predictor variables 

that are typically available do not allow for a (even close to) separability between the two 

classes.  

Method 

This product is derived from the project entitled Variables associated with academic 

performance in the subject of Chemistry in four Colombian universities, was approved in the 
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call for projects funded by National Open and Distance University of Colombia – UNAD under 

Code PG15-2019, developed during the period 2020-2021 with the cooperation of the 

Universidad de La Sabana, the Universidad de Cundinamarca (UdeC), the Universidad 

Distrital Francisco José de Caldas (UDFJC) and the Universidad Nacional de la Patagonia 

Austral in Argentina (UNPA). 

A total of 246 participants from UNAD, La Sabana, UdeC, and UDFJC universities signed 

the F-11-5-1 consent form, which was approved by the ethics committee of UNAD, in 

accordance with Resolution 8430 of 1993, Article 11, and the provisions of Colombian Law 

1581 on Data Protection of 2012. 

Data collection 

This paper corresponds to a case study developed with 103 students enrolled in the 

general chemistry course in four Colombian universities, in the 2020-2 period, framed in a 

predictive and longitudinal research. 

The data of the participants from the PG15-2019 project, who voluntarily shared their 

results from the Saber 11 test, were included in the model. The sample used in this study 

was of the intentional type, employing a quasi-experimental method. Information was 

collected by compiling an ex post facto database that included data on students' Saber 11 

test scores and their performance in the chemistry course. 

Tools 

To predict the mode a comparison of five algorithms was implemented. Data was 

processed with Jupyter-Python. 

Results 

This work uses an approach based on logistic regression (LR) to predict the student risk 

(Coussement et al., 2020). LR is arguably a good choice for the problem at hand compared 

to other classification schemes (Heredia et al., 2014). First, since it would be desirable to 

specify the risk of a student in terms of probabilities, support vector machines (SVM), which 

do not natively deliver probabilities, can be dismissed. Besides, LR can be extended much 

better to several classes (if different risk stages shall be distinguished) compared to SVM, 

which are by default only binary classifiers. Second, since a roughly monotone behavior 

between the relevant predictor variables and the grade (and hence the risk) can be 

expected, a linear approach seems less prone to over-fitting compared to decision trees. As 

well, decision tree algorithms do not so directly cater for asymmetrical losses since, in 

general, they don’t directly optimize the loss function but rather purity-related metrics such 

as information gain or the Gini index. Third and in contrast to recent approaches relying on 

neural networks, LR (in fact being a trivial neural network) requires orders of magnitude less 

training data to build a solid model. Since LR optimizes the cross-entropy, the asymmetric 

loss can be directly integrated by assigning different weights to the instances of the two 

classes (Salmerón-Pérez et al., 2010; Ramos et al., 2018). 
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Risk prediction with asymmetrical loss - asymmetric error rate and cross-entropy 

The error rate (or equivalently, the accuracy) is, by a large margin, the most common 

metric for binary classification on balanced datasets. The error rate estimates the 

generalization performance of a learner by computing the loss 

𝐿 =
1

𝑛
∑

𝑛

𝑖=1

[𝑦𝑖 ≠ �̂�𝑖] (

(1) 

where  𝑦𝑖 it's true and �̂�𝑖  is the predicted label of the 𝑖 instance of some validation set of 

size n. 

Preparing the dataset 

It is assumed that the data basis consists of a table with one column specifying the final 

grade (number) and all other attributes being predictor variables. In this work, it is 

additionally assumed that all attributes are scaled into the unit interval via range 

normalization. Range normalization does not affect the correlation between the attributes 

and the grade but is specifically relevant if the original data contains categorical attributes, 

which need to be converted to a 0-1-valued Bernoulli encoding; without the scaling, the 

categorical attributes might be ignored by the learner. 

The target column is then transformed into a binary column by evaluating each value 

against some threshold 𝜏. The threshold 𝜏 is the grade that is considered to separate students 

that were at risk from those that were not. For instance, if grades are between 0 (worst) 

and 5 (best) and students pass with a 3, it might be sensible to set 𝜏 to 3.5. 

Since LR has native support for multi-class classification, it is conceivable to introduce 

a series of thresholds and define different levels of risk characterized by different 

(monotonic) threshold values 𝜏1, . . , 𝜏𝑛. If respective costs 𝑐1, . . , 𝑐𝑛+1 for misclassifying the 

classes are available, the cross entropy can be just extended in the common way. However, 

since the case study in this work only considers the case of two groups, this extension is not 

considered or explained in more detail. 

The following presents the results for the analyzed dataset. The dataset consists of 103 

instances, each of which described through five numerical attributes and associated with a 

grade between 0 (worst) and 5 (best). The numerical values have been range-normalized 

and hence reside in [0, 1]. Choosing a risk threshold 𝜏 = 3.5 yields a slightly imbalanced 

dataset with 60% of the instances being negative and the rest being positive. The considered 

values of 𝑐 are between 0.25 (false positives 4 times worse than false negatives) and 4 (false 

negatives 4 times worse than false positives, which are consistent with the results on Harada 

(2020). 

Fig. 1 shows the case of a core module in chemistry taught in four universities in 

Colombia. The figure gives an overview based on the two attributes with the highest linear 

correlation with the grade; orange points reflect students at risk. As can be clearly seen, it 

is not possible to linearly separate the two groups even only close. Of course, it may 

occasionally happen that the two groups can be, for specific courses, highly separable. 
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However, despite some “clean” results, the much more realistic situation is that the two 

groups have a substantial intersection in the input space. 

Given the fact that it is not typically possible to predict with certainty whether a student 

is at risk, it is important to clarify that there is also a typical asymmetry in the cost 

associated with inaccurate predictions (Bai et al., 2020). Arguably, it is more severe to 

predict that a student will pass the course while he will in fact fail it than if failure is 

predicted and he would pass it (even without institutional support). On the other hand, being 

overly conservative and predict a risk even for unlikely cases will result in unreasonable 

support costs (Soo et al., 2021). Hence, a middle ground prediction solution is required. 

While this asymmetric assessment should lead to an asymmetric loss function used to 

evaluate a predictor, existing work has apparently not covered this aspect. 

  
 

Note. Data processed in Jupyter-Python. 

Figure 1  

Prediction model for chemistry courses in four Colombian universities. Non-Separability. 
 

 

Comparison of learning algorithms  

The comparisons between the different classifiers is shown in Table 1 and Fig. 2. Here, 

we report only mean values, because the standard deviations are fairly small; so standard 

deviations are not shown to maintain readability. Table 1 gives high level results of the 

asymmetric cross entropy loss for c = 0.25, c = 1, and c = 4. In Fig. 2, the left plot shows the 

scores in terms of the original loss function in Eq. (2) for the different values of 𝑐. The right 

plot shows the scores in terms of the (asymmetric) cross entropy loss in Eq. (4). Note that 

the results in the plot assume that LR, DT and SVM were configured to use class weights 

according to 𝑐, which is not the case for the ANNs, which do not have support for this in 

scikit-learn (even though this is not a conceptual limitation of ANNs). 
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Table 1 

Comparison of learning algorithms. Values are mean asymmetric cross entropy losses as in 

Eq. (4). Lower values are better. 

algorithm c = 0.25 c = 1 c = 4 

Min 6.86 6.86 1.72 

Maj 1.16 4.65 4.65 

LR 0.18 0.31 0.17 

DT 2.79 4.38 2.9 

SVM 1.23 3.38 1.89 

ANN-10 0.16 0.38 0.31 

ANN-100 0.35 0.68 0.5 

ANN-1010 0.35 0.73 0.53 

The first observation is that the majority and minority classifiers behave exactly as 

expected. In the case of the evaluation in this paper, the negative class is the majority class. 

That means that adopting the majority classifier will predict the negative class, and this 

curve will increase with increasing 𝑐, because, for small values of 𝑐, little importance is 

given to false negatives, and hence a very low error is observed. As 𝑐 tends to 1, the error 

for the majority class attains its maximum, because from that point on, the penalty for a 

false positive is always 1 (and 1/ 𝑐 for false positives). Since the majority classifier does not 

create false positives, its performance is stuck at the fraction of the minority class. The 

same interpretation holds for the minority classifier, which starts off from the majority class 

fraction and starts dropping from 1 onward as false negatives get punished more. 

An important even though not surprising observation in the left plot is that the minority 

and majority approach are in fact performing best as the value of 𝑐 diverges from 1. That 

is, as 𝑐 tends to 0 from the right, the majority classifier becomes the globally best model 

whereas the minority classifier becomes the best as 𝑐 tends to infinity (and in fact already 

for quite small values of 𝑐 like 4. This has a natural explanation: as 𝑐 approaches 0, false 

negatives are penalized less, so making those errors is every time less problematic. In other 

words, if the condition tells that those false negatives are essentially irrelevant, then no 

prediction model is even needed anymore, but all students can be simply treated as negative 

cases. Once again, this is essentially the same as pretending that there are (almost) only 

instances of one of the classes. Similarly, as 𝑐 grows, this essentially means that false 

positives are irrelevant compared to false negatives, and in this case one can simply treat 

all students as positive cases. So, what this means is that there is a need for a discriminating 

model only if the value of 𝑐 is rather close to 1, i.e., if false positives and false negatives 

should both be avoided. 

Interestingly, the dominance of the trivial classifiers is not reflected on the right plots 

in the cross-entropy. The reason for this is simply that there are some models, like LR and 

neural networks, that make the same mistakes as the trivial classifier but with much more 

uncertainty. This uncertainty plays out well for those classifiers because they still assign a 
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substantial (even though insufficient) probability to the right class and are penalized much 

less than the trivial classifier, which assigns minimal probability to the right class. However, 

this is a matter of scale, and for more extreme values of 𝑐, this difference ultimately 

disappears. 

 

 

Note. Data processed in Jupyter-Python. 

Figure 2  

Comparison of learning algorithms. 

 

One main result that can be observed in the figure is that there is no algorithm that is 

able to out-perform logistic regression in any of the two metrics and any value of 𝑐 under 

consideration. On small values of 𝑐, the majority classifier obtains a marginal advantage, 

but LR is essentially on par. In terms of cross-entropy, a 10-unit neural network obtains 

almost the same performance as LR but does never outperform it. In this sense, the results 

confirm the initial motivation to choose logistic regression being a simple model that well 

considers the asymmetric loss and is tailored towards the generally monotone behavior of 

the data. 

Next, the neural networks (ANN) and the support vector machine (SVM) show very 

interesting behavior in the results figures. While the SVM performs well in terms of the 

average penalty and substantially outperforms the ANNs in this metric, it is exactly the other 

way around for the asymmetric cross- entropy loss. It is easy to explain why the SVM performs 

bad in terms of cross- entropy, because, as for the trivial algorithms, no probabilities are 

produced, so the SVM is heavily punished for being very sure of false predictions. However, 

it is not so clear why neural networks are performing so well in terms of cross- entropy. One 

possible explanation for this is that, while making more severe factual mistakes on average, 

they are often just a glimpse away from making the correct prediction and hence are not so 

strongly penalized by the cross-entropy. The final observation is that decision trees are in 

no sense a competitive model here. This might be somewhat surprising, but there are at 

least two possible explanations. First, one could adscribe it to the fact that decision 

boundaries are needed that are not parallel to the axes, which will imply that the decision 

tree creates too fine granular areas. Second, the purity in the middle of the data is often 

poor, which might lead to a significant overfitting of the tree to regional patterns in order 
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to achieve high purity on them. In practice, this purity cannot be achieved due to a real 

overlap of the classes, so the decision tree learns regions that are just by chance pure in the 

training data but not in reality. 

 

 

Note. Data processed in Jupyter-Python. 

Figure 3  

Comparison of penalties for different true and anticipated values of 𝐶. 

 

In order to assess the ability of LR to react to the asymmetrical loss conditions, the 

penalties are shown for different combinations of true and anticipated penalties. These 

results are shown in Fig. 3. In this figure, the darker the color, the higher the prediction 

error. For completeness the behavior is reported for all three learners that are configurable 

in this sense. 

Two main observations can be made here. First and most obviously, the DT algorithm 

does not perform well no matter how the parameters are adjusted. It only starts to perform 

slightly less bad for values of 𝑐 deviating from 1, but this is only because the problem then 

gets simpler and predicting the majority/minority class is less severe. Second, both LR and 

SVM are clearly able to take the asymmetric loss into consideration well. This can be 

recognized from the light areas in the diagonal quadrants. Likewise, both can be strongly 

misleading if asymmetry is assumed but in the wrong sense. Third, not taking asymmetry 

into account, i.e., pretending that false positives and false negatives are equally bad, is in 

fact not even too bad on the examined dataset. In the plot, this corresponds to the vertical 

line in the center, which still has rather reasonable values for both LR and SVM. In fact, 

looking at the upper half of that vertical line and comparing it to the values in the upper 

left quadrant, there seems to be almost no difference between adapting or not adapting to 

the true value of 𝑐 if the true value is smaller than 1. However, the message is clearly not 

that adaptation does not matter; it does matter, but the degree to which it matters might 

also depend on the concrete data and circumstances. 

Creating a belief model  

While the left of Fig. 2 suggests that SVMs are a very competitive model for this type of 

predictions, the big advantage of logistic regression is that it can create probabilistic models 
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of whether students are at risk. This is a huge practical advantage, because these 

probabilities can be used to rank students based on these probabilities and, in this way, to 

create a prioritization among them. 

Fig. 4 shows example probability distributions in the input for our data for three 

different values of 𝑐 together with the respective histograms for the probabilities. The 

orange triangles are the students at risk, and the blue points are the students not at risk. 

The grids in the upper row show the probability distribution learned by the LR for different 

values of 𝑐. For a value of 𝑐 = 0.25, false positives are considered four times as bad as false 

negatives, which results in a higher inclination of the model to predict the negative class. 

On the other hand, a value of 𝑐 = 4 implies that the model must be well certain to predict 

the negative label, because false negatives are penalized heavily. 

 

 

 
Note. Data processed in Jupyter-Python. 

Figure 4  

Probability distributions and histograms. 
 

 

The histograms in the bottom row show, per class, how many students are associated 

with which probabilities of being at risk; the vertical line is a visual aid to recognize the 0.5 

decision boundary. For example, in the case of 𝑐 = 0.25, only few students are classified 

positively (are on the right side of the vertical line) and almost all of them are indeed 

positive. There are a couple of false negative cases, but since 𝑐 < 1, these are not weighted 

so strongly. On the other hand, for a case of 𝑐 = 4, there are few false negatives, only five. 

There is a high number of false positives here, but since 𝑐 = 4, these are much less important 
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than potential false negatives, which here have been tried to avoid if “reasonably” possible. 

The case of 𝑐 = 1 shows a middle-ground compromise, which gives a balanced picture of 

false positives and false negatives. 

Preliminary experiments showed that for values of 𝑐 = 0.1 or 𝑐 = 10, the model 

essentially makes no mistake on the heavily penalized side anymore but in fact does also not 

make almost any prediction for that class anymore. In other words, for values of 𝑐 close to 

0 or much larger than 1, the LR model effectively degenerates to a constant predictor, which 

is exactly what is expect based on the discussions in the introduction. 

 

Discussions and conclusions 

Risk probability vs. Risk threshold 

The above definition of the dataset implies that the probabilities produced by the 

probabilistic predictor for an unseen student are not probabilities of failing a course but 

probabilities of being at risk (Gladshiya and Sharmila, 2021; Gazdula and Farr, 2020; Olaleye 

and Vincent, 2020). This difference is very important for the interpretation of predictions. 

Depending on the configuration of the model, a probability of 95% of being at risk is maybe 

not at all a certain criterion of indeed failing; this probability could be for example only 

50%. In other words, a high probability produced by a probabilistic model simply means that 

a student falls with high probability into the risk group, and it might be advisable to examine 

the case of that student a bit further (Robinson et al., 2019; Planinic et al., 2019; Ene and 

Ackerson, 2018).  

The above observation is particularly crucial if the approach is applied in a rather 

conservative regime. In the above example with grades between 0 and 5, a conservative 

choice of 𝜏 would maybe be 4.0. In that case, a high predicted probability only means that 

there is a high probability that the student will achieve a performance of less than 4.0, but 

since there is no estimate on the particular grade, no immediate conclusions about the risk 

of indeed failing the exam can be drawn. 

At this point, two important advantages of probabilistic classifiers over non-probabilistic 

classifiers like SVMs should be highlighted. First, the user gets a notion of uncertainty of the 

model. If most students have a high or a low probability, then the model was able to separate 

well the two cases. Otherwise, the two groups are harder to separate. Second, the 

probabilities can be used to decide in a fine granular way which cases should be examined 

further. Without probabilities, it is not possible to distinguish between two students at risk 

at the prediction level. In order to achieve a priorisation of the students, the analyst then 

must manually look at the risk group and create one (Fay and Negangard, 2017). In contrast, 

LR produces probabilities, which directly allows to sort the students by their probability of 

being at risk (Deri et al., 2018). Note that while, in principle, it would be possible to include 

all students within the list and even consider students with a risk of less than 50% as students 

at risk, there is no theoretical justification for doing so: the LR model has, by definition, 

found the 50% threshold that minimizes costs. 

With respect to asymmetric loss risk prediction, the error rate can be inappropriate for 

several reasons. First, if there is one highly over-represented class, then learners have little 
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incentive to ever predict any of the other classes. For binary classification problems, this 

has led to metrics such as the F-measure or the ROC measure [Faw04], which aim to demand 

high rates of correct predictions for both classes. Specifically, the latter has also been used 

in the context of student drop-out prediction [BST12, TIS+14]. For multi-class classification, 

the cross-entropy has been considered a meaningful alternative for the error rate in the case 

of unbalanced datasets; the cross-entropy is discussed below in more depth (Wang et al., 

2020). 

However, simply treating the two classes in a more democratic way is maybe not even 

the intention of the decision maker who is more concerned about different costs of different 

prediction errors. And in fact, if the true concerns about, say, a false positive, are of small 

importance, then there is no point in assigning too much weight to it. In the simplest case, 

the decision maker may assign a different penalty to different mistakes. Formalizing this 

through a generalization of Eq. (1) leads to 

 𝐿𝐶 =
1

𝑛
∑

𝑛

𝑖=1

𝐶𝑦1
[𝑦𝑖 ≠ �̂�𝑖] 

(2) 

 

where 𝑐𝑗 is the cost of predicting a class other than 𝑗 when 𝑗 would be the correct answer 

and 𝑐 = (𝑐1, ⋯ , 𝑐𝑘) is a vector that fully describes this customization of the error rate. In the 

standard case, it is just that 𝑐𝑗 = 1 for all classes 𝑗, but making this factor explicit allows 

controlling the importance of different classes by the user. 

Clearly, introducing the factor 𝑐𝑗 does nothing else than simulating a change in the class 

distribution. Assuming i.i.d. data, the standard loss just considers each class with its 

“natural” frequency while the weighted loss can be seen to compute the standard loss on 

an “adjusted” class distribution. 

An important advantage of the asymmetric error rate over the other metrics is that it is 

easier to adjust learners to optimize for it than for, say, the F-measure or ROC (Zois et al., 

2019). In other words, since 𝑐 is under the control of the decision maker, the algorithms can 

be easily adapted to work under the conditions. A simple and crude mechanic would be to 

simply over-sample the classes until the distribution in the data reflects 𝑐. However, many 

learning techniques optimize the maximum log-likelihood of the data, which is equivalent 

to minimizing the cross-entropy, into which the vector 𝑐 can be incorporated directly. It is 

now explained in detail how to achieve this codification. 

The use case of risk predictions calls not only for binary predictions but more 

importantly for probabilities of a student of being at risk. That is, rather than only an 

extreme prediction �̂�𝑖 ∈ {0,1}, a probabilistic belief �̂�𝑖 ∈ [0,1] of the model that the student 

is at risk is demanded. In those cases, the error rate seems inappropriate, and a typical 

measure used for this is the cross-entropy: 

 

 𝐿 = −
1

𝑛
∑

𝑛

𝑖=1

∑

𝑘

𝑗=1

𝑦𝑖𝑗𝑙𝑜𝑔 𝑝(𝑦𝑗|𝑥𝑖)  (3) 



Predictive model for the classification of university students at risk of academic loss 

 

 
13 

in which (𝑥𝑖 , 𝑦𝑖) are the pairs in the database used for validation, 𝑦𝑖 has been expanded to a 

Bernoulli vector 𝑒𝑙 where the true label of 𝑥𝑖 is the l-the one, and 𝑝(𝑦𝑗|𝑥𝑖) is the estimated 

probability of class 𝑦𝑗 for instance 𝑥𝑖. 

The cross-entropy can be easily extended to cope with asymmetric cost, because wrong 

predictions of one class can be weighted higher than those of other classes. In the binary 

case, the situation is particularly simple, because this can be just encoded using some 

constant c that specifies the factor by which, say, false positives are worse than false 

negatives. Incorporating this into the above equation yields an adjusted loss function 

 𝐿𝑐 = −
1

𝑛
∑

𝑛

𝑖=1

∑

𝑘

𝑗=1

𝑐𝑗𝑦𝑖𝑗 𝑙𝑜𝑔 𝑝(𝑦𝑗|𝑥𝑖)  (4) 

Just like for the asymmetric error rate, it is easy to see that the weighted cross-entropy 

is nothing else than the simulation of standard cross-entropy on a different distribution. As 

such, basically any learner can be used to optimize for the asymmetric cross-entropy if a 

sampling procedure is applied previously to obtain the desired distribution (Vargas et al., 

2022). 

On the suitability of logistic regression 

Logistic Regression (LR) is arguably a very natural candidate to address the above 

problem and as matter of fact, the optimization problem of LR is precisely formulated as 

the problem to minimize Eq. (3), and every implementation can be easily adapted to 

minimize for Eq. (4); in fact, this is already implemented in standard machine learning 

libraries like scikit-learn. So LR seems like a canonical algorithm to address the above 

problem (Niu, 2020). 

If it is believed that a non-linear decision boundary is required, neural networks are a 

natural option to consider next. It is common practice to use a softmax activation function 

in the output layer and to compute errors through the (point-wise) cross-entropy. This is 

essentially equivalent to logistic regression with the only difference that hidden layers can 

be used to automatically learn an advantageous non-linear feature mapping (Tsiakmaki et 

al., 2020). The experiments of this paper could not identify this necessity for the used data, 

but depending on the available features, such a mapping could prove useful. However, in 

the light of the bias-variance trade-off, it seems better to stick with a simple model, which 

is robust and also with few data points, unless there is evidence that a better model can be 

learned with a neural network. 

Other models like decision trees, a Bayesian approach or support vector machines seem 

to be less suitable for this task. The only of these models that also optimizes the cross-

entropy is the Bayesian approach, but it does not take any advantage of a monotonic 

behavior of the target variable in the inputs, which is precisely what is exploited with LR 

and it also needs to make assumptions about the (joint) distribution of predictor variables. 

While often a Gaussian is used for this purpose, the data often does not justify such an 

assumption. Decision trees and support vector machines do not optimize cross-entropy, and 

the latter do not even produce native probabilities (Selwyn et al., 2021; Joshi, 2020). In 

other words, while basically every learning algorithm could be used to learn a model on the 
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type of the considered data, LR seems to be the best fit. It basically has no significant 

disadvantages over the other approaches but a number of advantages such as robustness 

(few examples required to obtain reasonable models), native production of probabilities, 

and immediate optimization of the (asymmetric) cross-entropy loss. 

The discussion of suitable models is particularly important in the light of the recent rise 

of Automated Machine Learning (AutoML). AutoML has recently been used to predict course 

failures (He et al., 2021; Tsiakmaki et al., 2021; Mohr et al., 2021; Mohr et al., 2023). 

However, one problem of AutoML tools is that they typically use a nested cross-validation to 

evaluate candidates and assess the final performance. This is clearly a problem if little data 

is available, which is often the case in the context of student risk prediction, in which it is 

not uncommon that datasets have less than 100 instances. Using AutoML tools in such 

situations is problematic from a methodological viewpoint. In order to avoid problems of 

data snooping, it is, in this particular case, better to previously argue for a suitable model 

and stick to that one. Experiments can then confirm in the aftermath that such choice was 

good, but without having these results any effect on the choice of the model. This is exactly 

what this paper does. 

To improve comparability between different values of 𝑐, the penalties are normalized 

in all cases so that always the highest penalty is 1. For example, in the last case, instead of 

penalising false positives with 1 and false negatives with 4, false positives are penalized with 

0.25 and false negatives with 1. In this way the average overall penalty is also always 

between 0 and 1 and not, say, sometimes between 0 and 1 and sometimes between 0 and 

4, which would hurt the interpretability of the result figures. 

The LR approach is compared against five other algorithms. First, most simplistic, the 

majority (MAJ) and minority (MIN) classifier are considered, respectively, as demonstrated 

by Ashraf et al. (2020) in his writing. Next, three neural networks (ANN) (once with one 

hidden layer of 10 units, once with two hidden layers of 10 units each, and once with one 

hidden layer of 100 units) according to the works of Lau et al. (2019), a decision tree (DT) 

like the one used by Park and Dooris (2020), and a support vector machine (SVM) (Burman 

and Son, 2019) are considered. The DT and SVM can be configured in scikit-learn with specific 

instance weights, so that the same logic as for LR is applied. 

All approaches are evaluated based on a 100-times repeated hold-out cross- validation 

with 50% training data. That is, of the 103 data points, 52 are used for training and 51 for 

validation of predictions. All of the 100 splits are drawn based on stratified sampling to 

preserve the class distribution in the folds. 

In each validation run, two metrics are being measured. The first measure is the penalty, 

i.e., the asymmetric predictive loss as per Eq. (2). The second measure is the asymmetric 

cross-entropy measure (Gill at al., 2019) as per Eq. (4). The cross-entropy loss allows looking 

not only at the correctness of final decisions but also takes into account the certainty the 

model has about those assessments. Notably, some models don’t produce probabilities, like 

the SVM or the majority/minority classifier, and others may assign a 0 probability to the 

correct label, e.g., decision trees. In such cases, the cross-entropy would degenerate to 

infinity, so the probability of the classes is “corrected” to assign a probability of at least 

10−5. This gives rise to cross-entropy scores of up to about 11.5 per instance. 
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Recommendations 

Due to the nature of the data and the complexity of the analyzed context, there are 

limitations that make it difficult to propose an absolutist model; instead, this work builds a 

risk prediction model that allows to associate, with relative ease, a student profile with the 

probability of needing some academic support from a higher education institution, in such a 

way as to reduce academic loss in the chemistry course. 

Also, it was possible to build a logistic regression model that adequately classified risk 

groups from the asymmetry cross-entropy values obtained from the scores achieved by the 

students in the natural sciences and mathematics components applied by the ICFES in 

Colombia. Finally, in the risk model, it is important to establish penalties that allow to 

adequately differentiate the real scenarios on which it can be implemented in a higher 

institution, this conception will allow a better articulation between the results and the 

institutional decision-making. 

It is recommended to continue with the validation of the model, implementing tests 

with different samples to corroborate the efficiency. 
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